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1 General Linear Model for Gaussian Hypothesis Tests

1.1 Recap: Canonical linear model for Gaussian hypothesis tests
Last time, we the x? distribution: if Z1,..., Zy Py N(0,1), then V = ||Z||? ~ x%. We also

had the ¢ distribution, where if Z ~ N(0,1) 1LV ~ x?2, then Z/1/V/d ~ t4. We also had

the F-distribution, where if V; ~ x3 Vs ~ x3_, then “2%; ~ Fy, dy-

In our canonical linear model, we had

2 140
Z= 2| ~N, | |11 ,0%I,
Zy Hr

where Z; has dimension d; with n —dy — dy = d,.. Here, ug € R, U1 € R Wy € R . We
are interesting in testing Ho : p1 = 0 vs Hy : up # 0. We ended up with 4 cases last time:

‘ o2 known o2 unknown
di=1| Z1/o "9 N(0,1) Z1/6 % t,_y
H Zi||%/d Z1||2/dy Hi
dl >1 HZl”2/O'2 ~ Xc2ll HZHTH2”/({1_1d) = ” 1g2/ L Fdl,n—d
~2 _ 1ZI?
where 0% = T

1.2 General linear model for testing Gaussian means

In the general linear model for testing Gaussian means, we have Y ~ N, (0,02I,) with
02 > 0. We want to test Hy : 0 € ©g vs H; : § € ©\ Og, where g C © C R” are
subspaces. Denote ddy = dim(0Qy) and d = dim(©) = dp + d;.
Let
Q=[Q @1 Q,



where Q) is an orthonormal basis for ©g, Q is an orthonormal basis for © N 63, and Q,
is an orthonormal basis for R” N ©1. Then

T Qo
¢ ([6r6]-=n)
In this basis, we are testing Hy : QlTQ =0vs Hy: QlTQ #0.

1.3 Linear regression

Let z; € R? be fixed, and let Y; = xz—ﬁ—i—ai, where ¢; n N(0,02). Then Y ~ N(XB,0%I,),

where
- - |

|
X = : =X, - X,| er™d
— Q}d — | |

Assume that X has full column rank. Our model is to estimate § = E[Y]| = X3, where
0 € span(Xy,...,Xg). Our null hypothesis is Hy : /1 = 2 = -+ = f4, = 0, where
1 <d; < d. This is the same as 0 € span(Xg,11,...,Xq) (or {0} if d; = d). In this model,

we have Qo = Projspan(ay, ;1,..00) 804 Q1 = Projian  ryned-
We have

1Z:|| = ||Y — Proje Y|?
= HY—XBOLSH2

-3
the residual sum of squares (RSS). Here,

BOLS = (XTX) IxTy = argnr}ilnHY XﬂH2 = argmlnHY 9H2
BER

Note that
1Z1]1” + [1Z:]1* = Y — Proje, (Y)| = RSSo .

The F'-statistic is

1Z1)12/(d — do)  (RSSo—RSS)/(d — dy) .
1Z: |12/ (n—d) RSS /(n — d) d—do,n—d-

Ifd=1,let Xo=[Xs -+ X4 € R%*" Then let

Xu_ = X1 — PI‘Oj@O(Xl)



= X1 — Xo(Xg Xo) 1 X, X3

v

=X — Xov
To make X special, write § = X5 = X1, 01 + Xo(B-1 +751) = X1.61 + Xod. Then

[%1] = ((X11X0) " (X11X0)) (X1 X0) Y

. (XL_XlL)_l 0 XlTJ_Y
- 0 (Xg Xo) 7] [ X5y ]
i Xy Z
Bp=oil-___“21
X2 Xl
X'y
Here Q = [¢1] = &ﬁa so Z1 = QIY :'H)élLLH.

The variance of the OLS estimator is

~ Zl O'2
Var(f1) = Var ( ) = .
1Xaicll/ X ?

So the standard error of 31 is
~ o
S. e.(ﬁl) = m

The ¢-statistic is

~

@Y B B1

==

RSS/(n—a) o/IXiill se(B)

1.4 One way ANOVA (fixed effect)

ANOVA is short for “analysis of variates.”

Our model has Y} ; d Wk + €Ki, Where € ; ig N(0,02) with k = 1,...,m and i =
1,...,n. We want to test Hy : 1 = -+ = py, = p for any p € R. Then the null has
dimension dy = 1, and the whole model has dimension d = m. The residual dimension is
dr =m(n—1).

If we concatenate everything into 1 long vector,

1
Qo= 11|, ()1 = basis for orthogonal complement of 1,,,.
1
Denote 1 1
Yi=—)» YiiSi=—-Y (Yii—Y)?
k nzl: Jeyi- Sl n—lzi:( ki — Yk)



YZ%ZZYM, s2 mnl_lzgyk,i_?)%
k k 7

i
Then

RSS =N (Vi —Vi)?=(n—-1Y S =|V|P-n) Vi,
D A -
RSS0 S (Vs = V)% = (mn — 1)52 = [V | — mnY ™.
k 7

The F'-statistic is

(RSSo —RSS)/(m — 1) e (O ?z - m?Q) _ between variance

RSS/(m(n—1)) m Sk > (Yei — Y5)? ~ within variance

An equivalent test statistic would be

RSSy—RSS |z
RSSo 1Z1]? + | Z,]1*

This is asking “by what percentage does the residual sum of squares goes down?’” or “what
fraction of the variance is explained by adding these extra variables to the model?” We
reject when the residual variance goes down by a larger than expected percentage.
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